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Abstract

Using gradient descent (GD) with fixed or decaying step-size is standard practice in unconstrained optimization problems. However, when the loss function is only locally convex, such a step-size schedule artificially slows GD down as it cannot explore the flat curvature of the loss function. To overcome that issue, we propose to exponentially increase the step-size of the GD algorithm. Under homogeneous assumptions on the loss function, we demonstrate that the iterates of the proposed exponential step size gradient descent (EGD) algorithm converge linearly to the optimal solution. Leveraging that optimization insight, we then consider using the EGD algorithm for solving parameter estimation under non-regular statistical models whose the loss function becomes locally convex when the sample size goes to infinity. We demonstrate that the EGD iterates reach the final statistical radius within the true parameter after a logarithmic number of iterations, which is in stark contrast to a polynomial number of iterations of the GD algorithm. Therefore, the total computational complexity of the EGD algorithm is optimal and exponentially cheaper than that of the GD for solving parameter estimation in non-regular statistical models. To the best of our knowledge, it resolves a long-standing gap between statistical and algorithmic computational complexities of parameter estimation in non-regular statistical models. Finally, we provide targeted applications of the general theory to several classes of statistical models, including generalized linear models with polynomial link functions and location Gaussian mixture models.

1 Introduction

Gradient descent (GD) [32, 30, 4] has been a popular algorithm for solving the unconstrained optimization problem of the following form:

$$\min_{\theta \in \mathbb{R}^d} f(\theta),$$  \hspace{1cm} (1)

where $f : \mathbb{R}^d \rightarrow \mathbb{R}$ is referred to as population loss function. We denote $\theta^*$ as the optimal solution of the optimization problem (1). When the population loss function $f$ is locally strongly convex and smooth around $\theta^*$, it is well-known that with proper step size and local initialization, the GD iterates converge geometrically fast to the optimal solution $\theta^*$ whose contraction rate depends on the condition number, namely, the ratio between the smoothness parameter and the minimum eigenvalue of the Hessian matrix of the function $f$. However,
when the population loss function $f$ is locally convex, namely, the minimum eigenvalue of the Hessian matrix of $f$ is 0 at the true parameter $\theta^*$, the GD iterates converge sub-linearly to the optimal solution. The local convexity of the function $f$ arises frequently from non-regular/ singular statistical models when the signal-to-noise ratio (SNR) is weak or when these models are over-specified. Examples of the singular models include mixture models and hierarchical models [26, 27, 2, 34] when the true number of clusters is unknown in practice and we over-specify the number of clusters to avoid under-fitting these models, leading to the singularities. The singular models also appear in matrix-type problems, such as low-rank matrix factorization problems [7, 11, 24] (e.g., matrix sensing and matrix completion) and dimension reduction methods (e.g., factor analysis and principal component analysis), where the true rank of the matrix is unknown and we over-specify the rank of the matrix. The singularity of statistical models also happens to non-linear regression problems, such as generalized linear models with polynomial link functions [8, 16, 36, 5, 31] when the signal-to-noise ratio is low. Finally, the singular models are also popular in econometrics literature, including stochastic frontier models [23, 22] with singular information matrix, or missing data problems, including informative non-response model [18, 13, 35] where the non-regularity problem arises from estimating non-responsive behavior in sample surveys to correct the bias.

To shed light on the sub-linear behavior of the GD algorithm, we specifically consider $f(\theta) = \frac{||\theta||^{2p}}{2p}$ when $p > 1$. This function is convex but not strongly convex around the optimal solution $\theta^* = 0$. When $p = 2$, this function arises from the least-square loss function of the phase retrieval problem with infinite sample size [16, 36, 5, 31]. For general $p$, this function corresponds to the least-square loss function of the generalized linear models with polynomial link function [8]. The GD iterates for solving that loss function are: $\theta^{t+1}_{GD} = \theta^{t}_{GD} - \eta \nabla f(\theta^{t}_{GD}) = \theta^{t}_{GD}(1 - \eta \|\theta^{t}_{GD}\|^{2p-2})$. As $\theta^{t}_{GD}$ approaches $\theta^*$, the contraction coefficient $(1 - \eta \|\theta^{t}_{GD}\|^{2p-2})$ goes to 1 independent of the fixed-step size $\eta$. It indicates that the convergence rate of the GD iterates to the optimal parameter $\theta^*$ is sub-linear (to be more concrete, the rate is $O(t^{-1/(2p-2)})$ as we demonstrate later in Proposition 1).

**Exponential step size gradient descent (EGD).** A key insight from that example is that the fixed-step size in the GD algorithm is the bottleneck preventing GD from converging faster than sub-linearly, as a fixed step-size cannot adapt to the curvature of the convex loss function. To account for this limitation of the fixed step-size GD, we propose to exponentially increase the step size of GD by $\beta^t$ where $t$ is the iteration number and $\beta \in (0, 1]$ is some given scaling parameter. The proposed modified gradient descent algorithm, which we call exponential step size gradient descent (EGD), takes the following form:

$$\theta^{t+1} := \theta^t - \frac{\eta}{\beta^t} \nabla f(\theta^t),$$

(2)

where $\beta \in (0, 1]$ is some given scale parameter and $\eta > 0$ is the step size. When $\beta = 1$, the EGD iterates become the standard fixed-step size GD updates. The EGD algorithm had been considered before in the setting of training deep learning models [25].

**Contribution.** Our contribution is three-fold and can be summarized as follows:

1. **Linear convergence of the EGD updates:** We assume that the population loss function $f$ is locally convex and homogeneous: the maximum eigenvalue of the population loss function satisfies $\lambda_{\text{max}}(\nabla^2 f(\theta)) \leq \|\theta - \theta^*\|^\alpha$. We further assume that the population loss function satisfies the generalized PL condition: $\|\nabla f(\theta)\| \geq (f(\theta) - f(\theta^*))^{1-\frac{1}{\alpha+1}}$ for positive constant $\alpha$. Under suitable conditions on the scaling parameter $\beta$ and the step size we
demonstrate that both the population EGD updates and their objective values respectively converge linearly to the optimal solution \( \theta^* \) and optimal objective value \( f(\theta^*) \). This linear convergence rate is much faster than the sub-linear convergence rate \( O(t^{-1/\alpha}) \) of the GD iterates to \( \theta^* \). We illustrate these behaviors of the EGD and GD iterates in Figure 1.

2. Optimal computational complexity of the EGD under non-regular statistical models: Leveraging the linear convergence of the EGD algorithm for solving the optimal solution of \( f \), we also would like to demonstrate the benefits of the EGD algorithm over the GD algorithm for the problem of parameter estimation in statistical models. In particular, we can view the population function \( f \) in equation (1) as an expectation of the sample loss function \( f_n \) with respect to the data, namely, \( f(\theta) = \mathbb{E}[f_n(\theta)] \) where \( n \) is the sample size. In statistical models, we only have access to the data that are i.i.d. some from unknown distribution \( P_\theta \) and the sample loss function \( f_n \) (e.g., the negative log-likelihood function or the least-square loss function).

To obtain an estimation for the true parameter \( \theta^* \), we minimize the sample loss function \( \min_{\theta \in \mathbb{R}^d} f_n(\theta) \) and run the EGD algorithm for solving that minimization problem. The corresponding sample EGD updates take the form:

\[
\theta_{n+1} = \theta_n - \frac{\eta}{\beta t} \nabla f_n(\theta_n).
\] (3)

We prove that under the homogeneous settings of \( f \), which arise from non-regular/ singular settings of statistical models, as long as the uniform concentration bound \( \sup_{\|\theta - \theta^*\| \leq r} \|\nabla f_n(\theta) - \nabla f(\theta)\| \leq O(\gamma \varepsilon(n, \delta)) \) holds with probability \( 1 - \delta \) for some parameter \( \gamma \geq 0 \) and for some noise function \( \varepsilon(n, \delta) \), the sample EGD updates \( \{\theta_n^t\}_{t \geq 0} \) reach the final statistical radius \( O(\varepsilon(n, \delta)^{1/(a+\gamma-1)}) \) around the true parameter \( \theta^* \) after a logarithmic number of iterations \( O(\log(1/\varepsilon(n, \delta))) \). We would like to remark that the uniform concentration bound had been utilized widely in the literature [1, 17, 20, 9, 15, 14, 19] to establish the statistical guarantee of optimization algorithms for solving parameter estimation in statistical models. Since the per iteration cost of the EGD algorithm is \( O(nd) \), this indicates that the total computational complexity of the EGD algorithm for reaching the final statistical radius around the true parameter is \( O(n \log(1/\varepsilon(n, \delta))) \), which is optimal in terms of the sample size \( n \) (up to some logarithmic factor). In contrast, the GD iterates converge to the similar statistical radius \( O(\varepsilon(n, \delta)^{1/(a+\gamma-1)}) \) after polynomial number of iterations \( O(\varepsilon(n, \delta)^{-a/(a+\gamma-1)}) \). Under several popular statistical models, the noise functions are at the order of \( O(\sqrt{d/n}) \); therefore,
these results indicate that the total computational complexity of the GD algorithm to reach the final statistical radius is \(O(n^{1+\alpha/(\alpha+\gamma-1)})\), which is much more expensive than the linear computational complexity of the EGD algorithm.

3. Examples on popular non-regular statistical models: We apply our general theory for the EGD algorithm to two specific models: the generalized linear model and the Gaussian mixture model. For the generalized linear model with polynomial link function \(g(r) = r^p\) and \(p \geq 2\), we demonstrate that under the non-regular settings of these models, i.e., \(\theta^* = 0\), the statistical rate of EGD updates is \(O((d/n)^{1/(2p)})\) and this rate is achieved after \(\log(n/d)\) iterations. This is in stark contrast to the GD algorithm, which needs \(O((n/d)^{(p-1)/p})\) iterations to reach the final statistical radius. Moving to the Gaussian mixture model, we specifically consider the symmetric two-component Gaussian mixtures, which have been considered extensively before to study the non-asymptotic behaviors of the EM algorithm [1, 40, 15, 14]. We prove that when the model is over-specified [10, 34], i.e, \(\theta^* = 0\), the EGD algorithm reaches the final statistical radius \(O((d/n)^{1/4})\) after \(\log(n/d)\) iterations. This is significantly cheaper than the EM algorithm, which requires \(O(\sqrt{n/d})\) iterations to reach the same statistical radius.

Organization. The paper is organized as follows. In Section 2, we first study the linear optimization rate of EGD updates for solving the population loss function under the homogeneous assumption (W.1). Leveraging the insight from that linear convergence rate, we then establish the statistical rate of EGD iterates for parameter estimation under non-regular statistical models in Section 3. We then apply the general theory to the parameter estimation in generalized linear models in Section 3.2.1 and Gaussian mixture models in Section 3.2.2. We conclude the paper with a few discussions in Section 4 while deferring the proofs and remaining materials to the Supplementary Material.

Notation. For any \(n \in \mathbb{N}\), we denote \([n] = \{1, 2, \ldots, n\}\). For any two sequences \(\{a_n\}\) and \(\{b_n\}\), the notation \(a_n = O(b_n)\) means that there exists a universal constant \(C > 0\) such that \(a_n \leq Cb_n\) for all \(n \geq 1\). For any matrix \(A \in \mathbb{R}^{d \times d}\) where \(d \geq 1\), the notation \(\lambda_{\max}(A)\) is the maximum eigenvalue of the matrix \(A\). For any vector \(x \in \mathbb{R}^d\), the notation \(\|x\|\) is the \(\ell_2\) norm of the vector \(x\).

2 Optimization Rate for the EGD Algorithm

In this section, we study the convergence rate of EGD applied to the population loss function \(f\). Our result relies on the homogeneous assumption on the population loss function \(f\), which is described precisely in Assumption (W.1). We would like to remark that the homogeneous assumption is not strong and appears in several classes of non-regular statistical models, including generalized linear models [8, 16, 36, 5, 31] when the signal-to-noise ratio is low, mixture models and hierarchical models [26, 27, 2, 34] when the number of clusters in the model is over-specified, and low-rank matrix factorization, such as matrix sensing and matrix completion, when the rank of the true matrix is over-specified [7, 11, 24]. Finally, in the discussion section 4 we provide a brief discussion on the behavior of the EGD algorithm when the population loss function is locally convex and does not satisfy the homogeneous assumption (W.1).

(W.1) (Homogeneous Assumption) There exist constants \(\alpha > 0\) and \(\rho > 0\) such that the
function $f$ is locally convex in $B(\theta^*, \rho)$ and for all $\theta \in B(\theta^*, \rho)$, we have

$$
\lambda_{\text{max}}(\nabla^2 f(\theta)) \leq c_1 \|\theta - \theta^*\|^{\alpha},
$$

(4)

$$
\|\nabla f(\theta)\| \geq c_2 (f(\theta) - f(\theta^*))^{1 - \frac{1}{\alpha + 2}},
$$

(5)

where $c_1, c_2$ are some positive universal constants.

We have the following remarks on the homogeneous assumption (W.1). First, the condition (4) provides a growth condition for the maximum eigenvalue of the Hessian matrix of the population loss function $f$ when the parameter $\theta$ approaches the true parameter $\theta^*$. Note that, when $\alpha = 0$, it reduces to the standard smoothness assumption that is widely used in the optimization literature. For condition (5), it is a generalized Lojasiewicz condition and characterizes the local growth of the gradient in terms of high order polynomial functions. When $\alpha = 0$, this condition corresponds to the popular Polyak-Lojasiewicz inequality [4], which is used to establish the linear convergence of the GD iterates for solving the smooth population loss function $f$. Examples of homogeneous assumption (W.1) when $\alpha > 0$ include non-regular statistical models, such as the least-square loss function of the generalized linear models with polynomial link functions $g(r) = r^p$ where $p \in \mathbb{N}$ (see equation (8) for more details) whose the constant $\alpha = 2p - 2$ and the negative log-likelihood function corresponding to the over-specified symmetric two-component location Gaussian mixture (15) with constant $\alpha = 2$ (see Section 3.2.2 for detailed statement).

We now demonstrate that under the homogeneous assumption (W.1), the objective values $f(\theta^t)$ at the population EGD updates converge geometrically to the optimal objective value $f(\theta^*)$.

**Theorem 1.** Assume that Assumption (W.1) holds for some $\alpha > 0$. As long as $\beta$ is chosen such that $\frac{1 - \beta \frac{\alpha + 2}{\alpha}}{\beta} \leq \frac{c_2^{\alpha + 1}}{c_1^{\alpha + 2}}$ where $c_1$ and $c_2$ are universal constants in Assumption (W.1), then the population EGD iterates $\{\theta^t\}_{t \geq 0}$ in equation (2) satisfy

$$
\begin{align*}
-f(\theta^t) - f(\theta^*) & \leq \bar{C} \beta^{t \frac{\alpha + 2}{\alpha}},
\end{align*}
$$

where $\bar{C}$ is some universal constant such that $\bar{C} \geq f(\theta^0) - f(\theta^*)$ and

$$
\frac{2(1 - \beta \frac{\alpha + 2}{\alpha})}{c_2 \beta^{\alpha + 2}} \leq \eta \bar{C}^{\alpha/(\alpha + 2)} \leq \frac{c_2^\alpha}{c_1 (\alpha + 2)^\alpha}.
$$

(6)

Proof of Theorem 1 is in Appendix A.1. To illustrate the linear convergence of the EGD algorithm in Theorem 1, we run both the GD and EGD algorithms for solving the population loss function $f(\theta) = \theta^{2p}/(2p)$ when $p \in \{2, 4\}$. The experimental results are in Figure 1. Let us now make a few remarks on the results and assumptions of Theorem 1.

**On the assumptions on $\eta$ and $\beta$:** Note that when $\alpha > 0$, $\lim_{\beta \to 1} \frac{1 - \beta \frac{\alpha + 2}{\alpha}}{\beta} = 0$. Hence, there always exists a value $\beta < 1$ such that the condition $\frac{1 - \beta \frac{\alpha + 2}{\alpha}}{\beta} \leq \frac{c_2^{\alpha + 1}}{c_1^{\alpha + 2}}$ holds. As $\beta$ determines the contraction rate of the objective values of EGD iterates, generally we want $\beta$ to be as small as possible. For the assumption on $\eta$ in inequalities (6), our proof reveals that the upper bound is used to guarantee the descent of the objective, while the lower bound is used to guarantee the linear contraction. Hence, in practical implementation, a simple but effective strategy is to take sufficiently small $\eta$ at the beginning. After $O(\log 1/\beta)$ iterations, the stepsize will be increased to proper scale and the objective will start to decrease geometrically.
Illustration of the influence of $\eta$ and $\beta$: We now illustrate the effects of $\beta$ and $\eta$ on a simple function $f(\theta) = \theta^4/4$. This function satisfies the homogeneous assumption (W.1) with constant $\alpha = 2$. The experimental results are shown in Figure 2. From these results, we note that the EGD iterates converge to the optimal solution faster as $\beta$ decreases, which aligns with our theoretical prediction. Regarding the effect of the choice of $\eta$, when $\eta$ is set properly, the EGD iterates directly converge to the optimal solution linearly (as shown in the case when $\eta = 10^{-2}$). When $\eta$ is chosen to be small, the EGD iterates will first experience a burn-in phase, then start to converge to the optimal solution linearly.

Linear convergence rate of EGD iterates: In light of the linear convergence rate of $f(\theta^t)$ to $f(\theta^*)$ under the homogeneous assumption (W.1), we demonstrate in the following corollary that we also have linear convergence rate of the EGD updates $\{\theta_t\}_{t \geq 0}$ to the true parameter $\theta^*$.

Corollary 1. Under the same assumptions as in Theorem 1, we find that

$$
\|\theta^t - \theta^*\| \leq \frac{(\alpha + 2)^{\alpha+2}}{c_2 \alpha + 2} \bar{C} \beta_t^{\alpha},
$$

where $\bar{C}$ is a universal constant in Theorem 1 and $c_2$ is universal constant in Assumption (W.1).

The proof of Corollary 1 is in Appendix B.1. The linear convergence rate of EGD for approximating the optimal solution of the population loss function $f$ provides important insight into the logarithmic number of iterations of EGD for solving parameter estimation in statistical models (see Section 3 for a detailed statement).

Sub-linear convergence rate of fixed-step size GD: Under the homogeneous assumptions (W.1), in Proposition 1 we prove that the GD updates have sub-linear convergence rate to the true parameter $\theta^*$. Therefore, by exponentially increasing the step size of the GD algorithm by $\beta^t$, the EGD iterates converge to the optimal solution $\theta^*$ much faster than the GD iterates.

Proposition 1. Under Assumptions (W.1), we can find a universal constant $C'$ such that

$$
\|\theta^t_{GD} - \theta^*\| \leq C'/(\eta t)^{1/\alpha},
$$

Illustration on the effects of $\eta$ and $\beta$ on the convergence rate of the EGD iterates for solving $f(\theta) = \theta^4/4$. Left: Effects of different $\beta$ where $\eta = 10^{-2}$. Right: Effects of different $\eta$ where $\beta = 0.9$. 

Figure 2. Illustration on the effects of $\eta$ and $\beta$ on the convergence rate of the EGD iterates for solving $f(\theta) = \theta^4/4$. Left: Effects of different $\beta$ where $\eta = 10^{-2}$. Right: Effects of different $\eta$ where $\beta = 0.9$. 

Illustration of the influence of $\eta$ and $\beta$: We now illustrate the effects of $\beta$ and $\eta$ on a simple function $f(\theta) = \theta^4/4$. This function satisfies the homogeneous assumption (W.1) with constant $\alpha = 2$. The experimental results are shown in Figure 2. From these results, we note that the EGD iterates converge to the optimal solution faster as $\beta$ decreases, which aligns with our theoretical prediction. Regarding the effect of the choice of $\eta$, when $\eta$ is set properly, the EGD iterates directly converge to the optimal solution linearly (as shown in the case when $\eta = 10^{-2}$). When $\eta$ is chosen to be small, the EGD iterates will first experience a burn-in phase, then start to converge to the optimal solution linearly.

Linear convergence rate of EGD iterates: In light of the linear convergence rate of $f(\theta^t)$ to $f(\theta^*)$ under the homogeneous assumption (W.1), we demonstrate in the following corollary that we also have linear convergence rate of the EGD updates $\{\theta_t\}_{t \geq 0}$ to the true parameter $\theta^*$.

Corollary 1. Under the same assumptions as in Theorem 1, we find that

$$
\|\theta^t - \theta^*\| \leq \frac{(\alpha + 2)^{\alpha+2}}{c_2 \alpha + 2} \bar{C} \beta_t^{\alpha},
$$

where $\bar{C}$ is a universal constant in Theorem 1 and $c_2$ is universal constant in Assumption (W.1).

The proof of Corollary 1 is in Appendix B.1. The linear convergence rate of EGD for approximating the optimal solution of the population loss function $f$ provides important insight into the logarithmic number of iterations of EGD for solving parameter estimation in statistical models (see Section 3 for a detailed statement).

Sub-linear convergence rate of fixed-step size GD: Under the homogeneous assumptions (W.1), in Proposition 1 we prove that the GD updates have sub-linear convergence rate to the true parameter $\theta^*$. Therefore, by exponentially increasing the step size of the GD algorithm by $\beta^t$, the EGD iterates converge to the optimal solution $\theta^*$ much faster than the GD iterates.

Proposition 1. Under Assumptions (W.1), we can find a universal constant $C'$ such that

$$
\|\theta^t_{GD} - \theta^*\| \leq C'/(\eta t)^{1/\alpha},
$$
where $\theta_{t+1}^{GD} = \theta_t^{GD} - \eta \nabla f(\theta_t^{GD})$. Furthermore, this bound is tight, namely, there exists function $f$ satisfying Assumptions (W.1) and $\|\theta_t^{GD} - \theta^*\| \geq \frac{C'}{(\eta t)^{1/\alpha}}$.

The proof idea of Proposition 1 follows the proof argument from [28] and subsequently Lemma 4 in Appendix E of [33]; therefore, the proof is omitted.

3 Statistical Rate of the EGD Iterates

Leveraging the convergence rate of the EGD algorithm for solving the population loss function $f$, we now demonstrate the benefits of the EGD algorithm over the GD algorithm for the problem of parameter estimation in non-regular statistical models. In particular, we can view the population function $f$ in equation (1) as $f(\theta) = E[f_n(\theta)]$ where $n$ is the sample size and the outer expectation is taken with respect to the i.i.d. data from the unknown distribution $\mathcal{P}_{\theta^*}$. In statistical models, we only have access to the data and the sample loss function $f_n$ (e.g., the negative log-likelihood function or the least-square loss function). To obtain an estimation for the true parameter $\theta^*$, we minimize the sample loss function

$$
\min_{\theta \in \mathbb{R}^d} f_n(\theta).
$$

In Section 3.1, we provide statistical guarantees for the EGD iterates in solving the sample loss function $f_n$ in the optimization problem (7) when the sample size $n$ is fixed and the statistical models are non-regular, namely, when the Hessian matrix of $f$ is degenerate at the true parameter $\theta^*$. Then, in Section 3.2.1 we discuss an application of the general theory to a generalized linear model with polynomial link function, and in Section 3.2.2 we discuss an application to the Gaussian mixture model.

3.1 General theory

In order to talk about the statistical rate of the EGD iterates $\{\theta_t^k\}_{t \geq 0}$ in equation (3), we need the following assumption on the stability of the sample gradient $\nabla f_n$ around the population gradient $\nabla f$, which was previously used in [1, 17, 20, 9, 15, 14, 19] to establish statistical rates of optimization algorithms.

(W.2) (Stability Property) For a given parameter $\gamma \geq 0$, there exists a noise function $\varepsilon : \mathbb{N} \times (0, 1] \to \mathbb{R}^+$, a universal constant $c_3 > 0$, and some positive parameter $\rho > 0$ such that

$$
\sup_{\theta \in B(\theta^*, r)} \|\nabla f_n(\theta) - \nabla f(\theta)\| \leq c_3 r^\gamma \varepsilon(n, \delta),
$$

for all $r \in (0, \rho)$ with probability $1 - \delta$.

The uniform concentration bound (W.2) provides control on the growth of the noise function, which is the difference between the population and sample loss function. When $\gamma = 0$, this reduces to a standard empirical process bound that holds for most regular statistical models [37]. When $\gamma > 0$, this condition has been used to analyze the behavior of optimization algorithms for solving parameter estimation of non-regular statistical models [15, 14, 21, 19]. Under this setting of $\gamma$, when $\theta$ approaches $\theta^*$ or, equivalently, $r \to 0$, $\nabla f_n(\theta)$ approaches $\nabla f(\theta)$ and $\theta^*$ becomes the stationary point of $f_n$. Examples of Assumption (W.2) include the generalized linear model (8) whose $\gamma = p - 1$ (see equation (14)) and the Gaussian mixture
model (15) whose \( \gamma = 1 \) (see equation (19)). In these examples, the choice of noise function 
\[
\varepsilon(n, \delta) = \sqrt{\frac{d+\log(1/\delta)}{n}}.
\]

Based on the homogeneous assumption (W.1) and the stability property (W.2), we have the following result regarding the statistical rate of the sample EGD updates for solving the optimization problem (7).

**Theorem 2.** Assume that Assumptions (W.1) and (W.2) hold with \( \alpha \geq \gamma \geq 1 \). Furthermore, the step size \( \eta \) and the scaling parameter \( \beta \) are chosen such that \( \eta \geq 1 \) and \( \beta \geq 1 \) and \( \varepsilon(\eta, \delta) = \frac{1}{\eta^{\alpha} + 1} \) where \( \eta = \frac{1}{\beta} \) is an initialization of the EGD sequence \( \{t_n\}_{n=0}^{\infty} \). Then, there exist universal constants \( C_1 \) and \( C_2 \) such that as long as the sample size \( n \) is large enough such that \( t \geq C_1 \log(1/\varepsilon(n, \delta)) \), with probability \( 1 - \delta \) we have
\[
\min_{1 \leq k \leq t} \|t_n - \theta^*\|_{\text{LIP}} \leq C_2 \cdot \left( \frac{\beta^{-1/\alpha}}{(1 - \beta^{\alpha - 1/\alpha})} \varepsilon(n, \delta) \right)^{1 + 1/\gamma}.
\]

Proof of Theorem 2 is in Appendix A.2. We have the following comments on the assumptions and statistical rates of EGD in Theorem 2.

**On the assumption \( \alpha \geq \gamma \):** The assumption \( \alpha \geq \gamma \) is to guarantee that the signal is stronger than noise in statistical models, which guarantees that the statistical rate of EGD in Theorem 2 is meaningful. To see that claim more clearly, we specifically consider \( f_n(\theta) = \|\theta\|^{1+2} + \omega\|\theta\|^{\gamma+1} \) where \( \omega \sim \mathcal{N}(0, 1) \). It is clear that the population loss function \( f(\theta) = \|\theta\|^{1+2} \) and \( \theta^* = 0 \). With 1/2 probability, we have \( \omega < 0 \) and the optimal solution \( \theta^*_n \) that minimizes \( f_n \) satisfies \( \|\theta^*_n - \theta^*\| = \Theta((\alpha/2)^{1+1/\gamma}) \). To guarantee that the statistical rate of \( \theta^*_n \) is meaningful and not faster than the parametric rate, we would need \( \alpha + 1 - \gamma \geq 1 \), which is equivalent to \( \alpha \geq \gamma \).

**On the assumptions for \( \eta \) and \( \beta \):** Due to the influence of the noise function, the assumptions on \( \eta \) and \( \beta \) for the statistical rates of EGD iterates are different from those for the optimization rate of the EGD algorithm applied to the population loss function \( f \). However, they follow the same principle. As \( \lim_{\beta \to 1} \frac{1 - \beta^{-2/\alpha}}{\beta} = 0 \), there always exists \( \beta < 1 \) such that the condition \( \frac{\eta \alpha}{(\alpha+1)(\alpha+2)} + \beta^{2/\alpha} \geq 1 \) holds. For the second condition \( \eta \geq 1 \) and \( \beta \geq 1 \), this is satisfied as long as \( \eta \) is sufficiently small. In practice, we can start from sufficiently small \( \eta \), and after \( O(\log 1/\beta) \) iterations, the step-size will be increased to a proper scale where the parameter will converge to the statistical radius geometrically.

**On the minimum number of iterations:** The statistical guarantee for the EGD iterates is only for some \( k < t \) such that \( \|\theta^k - \theta^*\| = C_2 \varepsilon(n, \delta)^{1 + 1/\gamma} \) where \( t \geq C_1 \log(1/\varepsilon(n, \delta)) \). It indicates that after reaching the statistical radius, EGD may diverge (see experimental results in Figures 3 and 4 for such phenomenon). While this minimum number of iterates may sound limited, we would like to remark that it is inherent to any fast and unstable algorithm (See remark after Theorem 2 of [19]). In principle, we can apply early stopping via cross-validation with an extra computation \( O(nd) \), which does not affect the total computational complexity of the EGD algorithm for reaching the final statistical radius. We illustrate the early stopping via cross-validation in Figures 3 and 5 when we run the EGD algorithm for solving parameter estimation in generalize linear models and Gaussian mixture models.

**Comparing to fixed-step size GD:** Under similar assumptions as those of the EGD algorithm, we demonstrate in Proposition 2 that the GD iterates reach a similar statistical
radius as that of the EGD iterates after $O(\varepsilon(n, \delta)^{-\frac{\alpha}{\alpha+1-\gamma}})$ iterations. Since the EGD and GD have similar per iteration cost, this indicates that the total computational complexity of the EGD algorithm is much cheaper than that of the GD algorithm for parameter estimation in non-regular statistical models.

**Proposition 2.** Assume that Assumptions (W.1) and (W.2) hold with $\alpha \geq \gamma$. Suppose the sample size $n$ satisfies $\varepsilon(n, \delta) \leq C$ for some universal constant $C$. Then there exist universal constant $C_1$ and $C_2$, such that for any fixed $\tau \in (0, \frac{1}{\alpha+1-\gamma})$, as long as $t \geq C_1\varepsilon(n, \delta)^{-\frac{1}{\alpha+1-\gamma}} \log \frac{1}{\tau}$, we have that

$$\|\theta_{n, GD}^{t} - \theta^*\| \leq C_2\varepsilon(n, \delta)^{-\frac{1}{\alpha+1-\gamma}} - \tau.$$  

The proof of Proposition 2 is a direct application of Theorem 1 in [19] given that the convergence rate of population GD updates to the true parameter $\theta^*$ is $O(t^{-1/\alpha})$ (see Proposition 1) and the uniform concentration bound of $\nabla f_n$ around $\nabla f$ in Assumption (W.2); therefore, this proof is omitted.

### 3.2 Examples

We now provide an application of the general theory to establish the statistical behaviors of the EGD iterates for solving parameter estimation for generalized linear models in Section 3.2.1 and for Gaussian mixture models in Section 3.2.2.

#### 3.2.1 Generalized Linear Models

We first consider the generalized linear models [8] with polynomial link function. Here, $(Y_1, X_1), (Y_2, X_2), \ldots, (Y_n, X_n)$ are i.i.d. samples from the following parametric model:

$$Y_i = (X_i^\top\theta^*)^p + \varepsilon_i, \quad \text{(8)}$$

and $\theta^*$ is a true but unknown parameter, $p \in \mathbb{N}$ is a given power, and $\varepsilon_1, \ldots, \varepsilon_n$ are independent random noise vectors with zero mean and variance $\sigma^2$. We consider the random design setting where $X_1, \ldots, X_n$ are i.i.d. samples from $\mathcal{N}(0, I_d)$. When $p = 1$, the generalized linear model (8) reduces to the traditional linear regression model. When $p = 2$, it reduces to the phase retrieval problem [16, 36, 5, 31]. To estimate $\theta^*$, we minimize the sample least-square loss function, which is given by:

$$\min_{\theta \in \mathbb{R}^d} \mathcal{L}_n(\theta) := \frac{1}{n} \sum_{i=1}^{n} \left( Y_i - (X_i^\top\theta)^p \right)^2. \quad \text{(9)}$$

As highlighted in Section 3.1, a key ingredient to analyze the EGD iterates for solving the sample least-square loss function $\mathcal{L}_n$ is to understand the homogeneity of the the corresponding population least-square loss function, which is given by:

$$\mathcal{L}(\theta) := \mathbb{E} \left[ \mathcal{L}_n(\theta) \right] = \mathbb{E}_X \left[ (Y - (X^\top\theta)^p)^2 \right], \quad \text{(10)}$$

where the first outer expectation is taken with respect to the data $(X_1, Y_1), \ldots, (X_n, Y_n)$ and the second outer expectation is taken with respect to $(X, Y)$ such that $X \sim \mathcal{N}(0, I_d)$ and $Y = (X^\top\theta)^p + \varepsilon$ where $\varepsilon$ has zero mean and variance $\sigma^2$. 

There are three important regimes for the model (9): (1) High signal-to-noise ratio (SNR) regime when \( \|\theta^*\|/\sigma \geq C \) where \( C \) is some universal constant; (2) Middle SNR regime when \( c \leq \|\theta^*_n - \theta^*\| \leq \|\theta^*\|/\sigma \leq C \) where \( \theta^*_n \) is the optimal solution of the sample least-square problem (9) and \( c \) is some universal constant; (3) Low SNR regime where \( \|\theta^*\|/\sigma \leq c\|\theta^*_n - \theta^*\| \). In this section, we focus on the high and low SNR regimes while deferring the discussion of middle SNR regime to Section 4.

Under the high SNR regime, the population least-square function \( \overline{L} \) is locally strongly convex and smooth (see Section 3.1 in [33]). Furthermore, there exist universal constants \( C_1 \) and \( C_2 \) such that with probability \( 1 - \delta \)

\[
\sup_{\theta \in B(\theta^*, r)} \|\nabla \overline{L}_n(\theta) - \nabla \overline{L}(\theta)\| \leq C_2 \sqrt{\frac{d + \log(1/\delta)}{n}} \tag{11}
\]

for any \( r > 0 \) as long as \( n \geq C_1(d\log(d/\delta))^{2p} \). An application of the results for fast and stable operators from [19] indicate that the statistical rate of the GD algorithm is \( O((d/n)^{1/2}) \) and this rate is achieved after \( O(\log(n/d)) \) number of iterations.

**The EGD outperforms the GD under the low SNR regime:** To simplify the proof argument, we assume \( \theta^* = 0 \) for the low SNR regime. Under this setting, the population least-square loss function (10) admits the following closed-form expression:

\[
\overline{L}(\theta) := \frac{\sigma^2 + (2p - 1)!! \|\theta - \theta^*\|^2}{2}. \tag{12}
\]

From simple calculations, the population least-square loss function satisfies the homogeneous Assumption (W.1) when \( \alpha = 2p - 2 \) for some radius \( \rho > 0 \), namely, we have

\[
\lambda_{\max}(\nabla^2 \overline{L}(\theta)) \leq c_1 \|\theta - \theta^*\|^{2p - 2},
\]

\[
\|\nabla \overline{L}(\theta)\| \geq c_2 (\overline{L}(\theta) - \overline{L}(\theta^*))^{(2p - 1)/(2p)}, \tag{13}
\]

where \( c_1 = p(2p - 1)(2p - 1)!! \) and \( c_2 = 2p \). For the stability Assumption (W.2), the result of Appendix A.2 in [29] indicates that this assumption is satisfied with \( \gamma = p - 1 \) and the noise function \( \varepsilon(n, \delta) = \sqrt{\frac{d + \log(1/\delta)}{n}} \), namely, the following uniform concentration bound holds:

\[
\sup_{\theta \in B(\theta^*, r)} \|\nabla \overline{L}_n(\theta) - \nabla \overline{L}(\theta)\| \leq c_3 r^{p - 1} \sqrt{\frac{d + \log(1/\delta)}{n}} \tag{14}
\]

for any \( r > 0 \) as long as the sample size \( n \geq c_4(d\log(d/\delta))^{2p} \).

Based on the results from equations (13) and (14), a direct application of Theorem 2 leads to the following statistical and computational complexities for EGD in solving parameter estimation in generalized linear models (8) when \( \theta^* = 0 \).

**Corollary 2.** In the low SNR regime of the generalized linear model (8), i.e., \( \theta^* = 0 \), and the initialization \( \theta^0_n \in B(\theta^*, \rho) \) for some \( \rho > 0 \), the following holds:

(a) **(GD algorithm)** There exist universal constants \( \bar{C}_1, \bar{C}_2, \bar{C}_3 \) such that for any fixed \( \tau \in \left(0, \frac{1}{2p}\right) \) as long as \( n \geq \bar{C}_1(d\log(d/\delta))^{2p} \), and \( t \geq \bar{C}_2 \left(\frac{n}{d + \log(1/\delta)}\right)^{\frac{1}{p}} \log \frac{1}{\tau} \), we have

\[
\|\theta_{n, GD} - \theta^*\| \leq \bar{C}_3 \left(\frac{d + \log(1/\delta)}{n}\right)^{\frac{1}{2p} - \tau}. \tag{15}
\]
(b) (EGD algorithm) With the assumptions on $\beta$ and $\eta$ as those in Theorem 2 there exist universal constants $C'_1, C'_2, C'_3$ such that as long as $n \geq C'_1 (d \log(d/\delta))^{2p}$, and $t \geq C'_2 \log(n/(d + \log(1/\delta)))$, with probability $1 - \delta$ we find that

$$\min_{1 \leq k \leq t} \|\theta^k_n - \theta^*\| \leq C'_3 \left( \frac{d + \log(1/\delta)}{n} \right)^{\frac{1}{2p}}.$$ 

From Corollary 2, the EGD updates reach the final statistical radius $O((d/n)^{1/(2p)})$ after $O(\log(n/d))$ iterations. Since each iteration of EGD has a complexity of $O(nd)$, this implies that the total computational complexity of the EGD algorithm for reaching the final statistical radius of the generalized linear models is $O(nd \log(n/d))$. On the other hand, the final statistical radius of the GD iterates is also $O((d/n)^{1/(2p)})$ and is achieved after $O((n/d)^{(p-1)/p})$ iterations. When $p = 1$ (i.e., the phase retrieval setting), this result of the GD algorithm agrees with the result from [6]. Therefore, the total computational complexity of the EGD algorithm is much better than that of the GD algorithm, which is of the order $O(n^{(2p-1)/p})$ in terms of the sample size $n$.

**Experimental results for the low SNR regime:** To illustrate the statistical behaviors of the EGD iterates, we consider the parameter estimation of these iterates in the phase retrieval setting, which corresponds to the case where the power of the link function is chosen to be $p = 2$. We run both the EGD and GD algorithm for solving the sample least-square loss function $\mathcal{L}_n$ in equation (9). For the low SNR regimes, we use $d = 4$, $\beta = 0.9$ and $\eta = 0.001$. The experiment results are shown in Figure 3.

To illustrate that we can obtain the early stopping behavior of the EGD iterates via cross-validation, for all of the experiments we use 90% of the data to compute the gradient for the GD and EGD iterates, and use the remaining 10% of the data to perform cross validation. The red diamond in Figure 3 shows the EGD iterate with the minimum validation loss. As we observe from these plots, the early stopping at the red diamond point aligns quite well with the final statistical radius under the low SNR regime of the generalized linear models.
**Practical implications:** In practice, we can run the GD and EGD algorithms simultaneously to estimate $\theta^*$ in the generalized linear models. If we observe that the sample GD iterates converge geometrically fast, this indicates that we are in the high SNR regime of the generalized linear model. Therefore, we can just use the GD algorithm for approximating the optimal parameter under that setting. However, if we observe that the sample GD iterates converge slowly while the EGD updates converge geometrically fast to the optimal solution, then it implies that the model is under the low SNR regime and we can just use the EGD algorithm for parameter estimation under that setting. Since the EGD and GD algorithms have similar per iteration cost, the simultaneous running of both the EGD and GD algorithm only slightly increases the per iteration cost.

### 3.2.2 Gaussian Mixture Models

We now discuss an application of the general theory developed in Section 3 to establish statistical rates of EGD for solving parameter estimation in Gaussian mixture models. Gaussian mixture models have been a popular class of statistical models to study heterogeneity of data [26, 27]. In these models, parameter estimation plays an important role in capturing the behaviors of different sub-populations in the data. A popular approach to obtain parameter estimation in Gaussian mixture models is by using maximum likelihood estimation (MLE). However, since the log-likelihood function of these models is non-concave and has complicated landscape, the MLE does not have a closed-form expression and optimization algorithms are employed to approximate the MLE. The Expectation-Maximization (EM) algorithm is the most popular optimization algorithm for approximating the MLE. The statistical guarantee of the EM algorithm under Gaussian mixture models has been studied extensively [1]. When the number of components is known and the separation of location parameters is large enough, via appropriate initialization in the neighborhood of the true parameter, the EM updates are shown to reach a radius of convergence $O((d/n)^{1/2})$ around the true location parameters after $O(\log(n/d))$ iterations [1, 40, 38, 12, 39]. However, the number of components in Gaussian mixture models is rarely known in practice. A common approach to deal with that situation is to over-specify the number of components, namely, we choose a large number of components based on our domain knowledge of the data and obtain parameter estimation within that large model [10, 34]. This approach is widely regarded as an over-specified Gaussian mixture model. Nevertheless, the EM algorithm was shown to have sub-linear computational complexity to reach the final radius around the true parameter under the over-specified Gaussian mixtures [15, 14].

To shed light on the behavior of the EGD algorithm under Gaussian mixture models, we specifically consider symmetric two-component location Gaussian mixtures. While these settings may sound simplistic, they have been used extensively in previous works to understand the non-asymptotic behavior of the EM algorithm [1, 40, 15, 14]. In particular, we assume that $X_1, X_2, \ldots, X_n$ are i.i.d. data from the true model

$$\frac{1}{2} \mathcal{N}(-\theta^*, \sigma^2 I_d) + \frac{1}{2} \mathcal{N}(\theta^*, \sigma^2 I_d), \quad (15)$$

where $\theta^*$ is an unknown true parameter and $\sigma$ is a given scale parameter. To estimate $\theta^*$, we utilize the symmetric two-component location Gaussian mixtures $\frac{1}{2} \mathcal{N}(-\theta, \sigma^2 I_d) + \frac{1}{2} \mathcal{N}(\theta, \sigma^2 I_d)$. Then, we have the corresponding negative sample log-likelihood function of the fitted model
as follows:

\[
L_n(\theta) := -\frac{1}{n} \sum_{i=1}^{n} \log \left( \frac{1}{2} \phi(X_i - \theta, \sigma^2 I_d) + \frac{1}{2} \phi(X_i | \theta, \sigma^2 I_d) \right),
\]

where \( \phi(x|\theta, \sigma^2 I_d) \) is the density function of the multivariate Gaussian distribution with mean \( \theta \) and covariance matrix \( \sigma^2 I_d \).

**Statistical and computational complexities of the EM algorithm:** As the optimal solution of the negative log-likelihood function \( L_n \) does not have closed-form expression, the EM algorithm has been widely used to approximate it. Under the strong separation settings, namely, \( \|\theta^*\|/\sigma \geq C \) for some sufficiently large \( C \), the EM updates were shown to reach the optimal statistical radius \( O((d/n)^{1/2}) \) around the true location \( \theta^* \) after \( O(\log(n/d)) \) iterations [1]. However, under the over-specified setting, namely, when \( \theta^* = 0 \), the EM iterates converge to the final statistical radius of convergence \( O((d/n)^{1/4}) \) around the true parameter \( \theta^* \) after \( O(\sqrt{n/d}) \) iterations [15]. This indicates that the total computational complexity of the EM algorithm for reaching the final statistical radius when \( \theta^* = 0 \) is \( O(n^{3/2}d^{1/2}) \), which is sub-optimal in \( n \).

**The EGD algorithm under the over-specified regime:** We now analyze the behavior of the EGD algorithm for solving parameter estimation under the over-specified regime of symmetric two-component location Gaussian mixture models (15), namely, \( \theta^* = 0 \). It is sufficient to verify Assumptions (W.1) and (W.2). We first need to define the corresponding negative population log-likelihood function of the symmetric two-component Gaussian mixtures as follows:

\[
L(\theta) := E_X \left[ \log \left( \frac{1}{2} \phi(X - \theta, \sigma^2 I_d) + \frac{1}{2} \phi(X | \theta, \sigma^2 I_d) \right) \right],
\]

where \( X \sim \frac{1}{2} \mathcal{N}(X - \theta^*, \sigma^2 I_d) + \frac{1}{2} \mathcal{N}(X | \theta^*, \sigma^2 I_d) \) and \( \theta^* = 0 \). Indeed, from Appendix A.1 in [33], the homogeneous Assumption (W.1) is satisfied when \( \alpha = 2 \) and \( \rho = \sigma/2 \), namely, we have

\[
\lambda_{\text{max}}(\nabla^2 L(\theta)) \leq c_1 \|\theta - \theta^*\|^2,
\]

\[
\|\nabla L(\theta)\| \geq c_2 (L(\theta) - L(\theta^*))^{3/4},
\]

where \( c_1 \) and \( c_2 \) are some universal constants. For Assumption (W.2), the result of Lemma 1 in [15] indicates that this assumption is satisfied with \( \gamma = 1 \) and the noise function \( \varepsilon(n, \delta) = \sqrt{d + \log(1/\delta)} \), namely, the following uniform concentration bound holds:

\[
\sup_{\theta \in \mathcal{B}(\theta^*, r)} \|\nabla L_n(\theta) - \nabla L(\theta)\| \leq c_3 r \sqrt{\frac{d + \log(1/\delta)}{n}}
\]

for any \( r > 0 \) as long as the sample size \( n \geq c_4 d \log(1/\delta) \).

Given the results in equations (18) and (19), an application of Theorem 2 results in the following statistical and computational complexities of EGD updates when \( \theta^* = 0 \).

**Corollary 3.** Given the over-specified symmetric two-component location Gaussian mixtures (15), namely, \( \theta^* = 0 \), and the initialization \( \theta^0 \in \mathcal{B}(\theta^*, \frac{\varepsilon}{2}) \), there exist universal constants \( C_1, C_2, C_3 \) such that as long as \( n \geq C_1 d \log(1/\delta) \), and \( t \geq C_2 \log(n/(d + \log(1/\delta))) \), with probability \( 1 - \delta \) we find that

\[
\min_{1 \leq k \leq t} \|\theta^k - \theta^*\| \leq C_3 \left( \frac{d}{n} \right)^{1/4}.
\]
Figure 4. Over-specified GMM: Computational complexity and statistical rates of the EM and EGD iterates for solving the parameter estimation under the over-specified regime of the symmetric two-component Gaussian mixture models (15) when $d = 4$. Left: The EGD iterates first converge to the statistical radius linearly before diverging, while the EM iterates converge to the statistical radius sub-linearly. The red diamond shows the EGD iterate with the minimum validation loss when we use 90% of the data to compute the gradient for the GD and EGD iterates, and use the remaining 10% of the data to perform cross validation. Right: Both the EM and EGD can find a solution within the statistical radius $O((d/n)^{1/4})$.

The result of Corollary 3 indicates that the EGD updates reach the final statistical radius $O((d/n)^{1/4})$ after $O(\log(n/d))$ iterations. Since each iteration of the EGD algorithm has a complexity of $O(nd)$, this implies that the total computational complexity of the EGD algorithm for reaching the final statistical radius of estimating the location parameter in over-specified two-component location Gaussian mixtures is $O(nd\log(n/d))$. It is much better than that of the EM algorithm, which is of the order $O(n^{3/2}d^{1/2})$ in terms of the sample size $n$.

**Experimental results for the over-specified regime:** We now provide experimental results for the statistical and computational complexities of the EM and EGD algorithms under the over-specified settings of the Gaussian mixture model (15). We use $d = 4$, $\beta = 0.9$, and $\eta = 0.001$. The experimental results are shown in Figure 4. Similar to the experiments in Figure 3, we also perform cross-validation for the EGD iterates in Figure 4 and the early stopping is represented by the diamond point in that figure. As we observe from Figure 4, the early stopping at the red diamond point aligns quite well with the final statistical radius under the over-specified regime of the symmetric two-component Gaussian mixtures.

4 Discussion

In this paper, we propose using the exponential gradient descent (EGD) algorithm, an adaptation of the gradient descent (GD) algorithm by exponentially increasing the step size by $\beta^t$ where $t$ is the iteration number and $\beta \in (0, 1]$, with targeted applications for parameter estimation in non-regular statistical models. We demonstrate that under homogeneous assumptions on the population loss function $f$, namely, $\lambda_{\text{max}}(\nabla^2 f(\theta)) \lesssim \|\theta - \theta^*\|^\alpha$ and $\|\nabla f(\theta)\| \gtrsim (f(\theta) - f(\theta^*))^{1 - \frac{1}{\alpha + 2}}$ for some positive constant $\alpha$, the EGD iterates and their objective values have linear convergence rates to the true parameter $\theta^*$ and optimal objective value $f(\theta^*)$. Leveraging these insights, under the uniform concentration $\sup_{\|\theta - \theta^*\| \leq r} \|\nabla f_n(\theta) - \nabla f(\theta)\| \leq O(\gamma \varepsilon(n, \delta))$ with probability $1 - \delta$ for some parameter $\gamma \geq 0$ and for some noise function $\varepsilon(n, \delta)$, we prove that the sample EGD iterates reach the final statistical radius $O(\varepsilon(n, \delta)^{\frac{1}{\alpha + 1} - 1})$ after a logarithmic number of iterations $O(\log(1/\varepsilon(n, \delta)))$. This indicates that the EGD algorithm
Corollary 4. Assume that $f_{\text{optimal objective value}}$ work of Kwon et al. [21], we can verify that the GD iterates reach the final statistical radius rate of both the EGD iterates and their objective values to the optimal parameter Assumption (W.1) no longer holds. The following result demonstrates the linear convergence setting in Section 2. When not all the powers $\alpha$, $\bar{C}_i$ $\sum_{i=1}^d \theta_i^{2\alpha_i}$ where $\alpha_1, \ldots, \alpha_d > 1$. Then $|\theta_i^k| \leq C_i \beta^{2\alpha_i - 2}$, where $C_i$ is some universal constant that $C_i \leq (\theta_i^0)^{2\alpha_i}$.

Behaviors of the EGD algorithm under the middle SNR regime: Thus far in the paper, we have not established a statistical guarantee for the EGD algorithm under the middle SNR regime of the generalized linear model (8). This is largely due to the challenge of establishing the homogeneous assumption (W.1) for the population loss functions of these models in the middle SNR regime. To simplify the discussion, we specifically focus on the phase retrieval settings. Under the middle SNR regime, we have $C_1(d/n)^{1/4} \leq \|\theta^*\| \leq C_2$ where $C_1$ and $C_2$ are some universal constants. By adapting the techniques from the current work of Kwon et al. [21], we can verify that the GD iterates reach the final statistical radius $O(\|\theta^*\|^{-1}\sqrt{d/n})$ after $O(\|\theta^*\|^{-2} \log(n/d))$ iterations. When $\|\theta^*\| = O((d/n)^{-\tau})$ where $\tau < 1/4$, the total computational complexity of the EM algorithm for reaching the final statistical radius is $O(n^{2\tau})$, which is polynomial in $n$ and is computationally expensive when the sample size $n$ is large. For the statistical behaviors of the EGD algorithm in the middle SNR regime, we conjecture that the EGD iterates still reach the final statistical radius after a logarithmic number of iterations.

Conjecture 1. In the middle SNR regime of generalized linear model (8) when the power of the link function $p = 2$, namely, $C_1(d/n)^{1/4} \leq \|\theta^*\| \leq C_2$ where $C_1$ and $C_2$ are some universal constants, and the initialization $\theta_0 \in B(\theta^*, \rho)$ for some constant $\rho$, there exist universal constants $C_3, C_4, C_5$ such that as long as $n \geq C_3(d \log(d/\delta))^4$, and $t \geq C_4 \log(n/(d + \log(1/\delta)))$, with probability $1 - \delta$ we find that

$$\min_{1 \leq k \leq t} \|\theta_n^k - \theta^*\| \leq C_5 \frac{1}{\|\theta^*\|} \sqrt{d/n}.$$  

We provide the experimental results in Figure 5 to support this conjecture. For the experimental setting, we choose $d = 4$, $\|\theta^*\| = (d/n)^{1/6}$, $\beta = 0.9$, and $\eta = 0.001$. As indicated in Figure 5, the EGD iterates only need a logarithmic number of iterations to reach the statistical radius $O(\|\theta^*\|^{-1}\sqrt{d/n})$, which is in stark contrast to the EM iterates that need a polynomial number of iterations. We leave the theoretical verification of the above conjecture for the future work.

Inhomogeneous setting: We now briefly discuss the behaviors of the EGD algorithm for solving the population loss function $f$ that goes beyond the homogeneous assumption (W.1).

We first consider the diagonal settings of the population loss function $f$, namely, $f(\theta) = \sum_{i=1}^d \theta_i^{2\alpha_i}$ where $\alpha_1, \ldots, \alpha_d > 1$. When $\alpha_1 = \alpha_2 = \ldots = \alpha_d$, we go back to the homogeneous setting in Section 2. When not all the powers $\alpha_1, \ldots, \alpha_d$ are the same, the homogeneous Assumption (W.1) no longer holds. The following result demonstrates the linear convergence rate of both the EGD iterates and their objective values to the optimal parameter $\theta^*$ and optimal objective value $f(\theta^*)$.

Corollary 4. Assume that $f(\theta) = \sum_{i=1}^d \theta_i^{2\alpha_i}$ where $\alpha_1, \ldots, \alpha_d > 1$. Then

$$|\theta_i^k| \leq C_i \beta^{2\alpha_i - 2},$$  

where $C_i$ is some universal constant that $C_i \leq (\theta_i^0)^{2\alpha_i}$.
Figure 5. Middle SNR regime for GLM: Computational complexity and statistical rates for the GD and EGD iterates for solving the parameter estimation under the middle SNR regime of the generalized linear model (15) when \( p = 2, d = 4, \) and \( \|\theta^*\| = (d/n)^{1/6} \). **Left:** The EM iterates converge to the statistical radius sub-linearly, while the EGD iterates first converge to the statistical radius with a linear rate, then diverge. The red diamond shows the EGD iterate with the minimum validation loss when we use 90% of the data to compute the gradient for the GD and EGD iterates, and use the remaining 10% of the data to perform cross validation. **Right:** Both the EM and EGD can find a solution within the statistical radius \( O(\|\theta^*\|^{-1}(d/n)^{1/2}) \).

The key observation is that, in the diagonal setting, each dimension is optimized individually. As a result, we can apply our analysis to every individual dimension, which leads to the Corollary 4.

One interesting observation from the diagonal setting is that, along the entire optimization trajectory, all eigenvalues of the Hessian matrix scale as \( \Theta(\beta^t) \). Hence, the EGD algorithm can be intuitively understood as a variant of the Newton method on the objective function whose Hessian matrix has this desired property. However, for the scenarios beyond diagonal settings, such property is not necessarily held and also hard to check. To illustrate this, we consider the following simple example \( f(\theta) = (\theta_1^2 + \theta_2^1)^2 \), whose Hessian matrix can be written as

\[
\nabla^2_{\theta} f(\theta) = \begin{bmatrix}
12\theta_1^2 + 4\theta_2^4 & 16\theta_1\theta_2^3 \\
16\theta_1\theta_2^3 & 24\theta_1^2\theta_2^2 + 56\theta_2^6
\end{bmatrix}.
\]

It is straightforward to see that there does not exist a regime of \( \theta_1 \) and \( \theta_2 \), such that eigenvalues of \( \nabla^2_{\theta} f(\theta) \) are always of the same order. Hence, understanding the behavior of the EGD algorithm on this kind of objective and beyond can be non-trivial, and we leave it for future work.
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Supplement for “An Exponential Learning Rate Schedule for Parameter Estimation in Statistical Model”

In this supplementary material, we present proofs of the key results on the optimization and statistical rates of the EGD algorithm in Appendix A. Finally, we provide proofs for auxiliary results in Appendix B.

A Proofs of Key Results

In this Appendix, we provide proofs for key results in the main text.

A.1 Proof of Theorem 1

According to the updates of the EGD iterates in equation (2), we obtain that

\[
 f(\theta^{t+1}) - f(\theta^*) = f\left(\theta^t - \frac{\eta}{\beta t} \nabla f(\theta^t)\right) - f(\theta^*) \\
 \leq f(\theta^t) - f(\theta^*) - \frac{\eta}{\beta t} \|\nabla f(\theta^t)\|^2 + \frac{c_1 \eta^2}{2 \beta^2 t} \|\theta^t - \theta^*\| \|\nabla f(\theta^t)\|^2 \\
 = f(\theta^t) - f(\theta^*) - \frac{\eta}{\beta t} \left(1 - \frac{c_1 \eta}{2 \beta^2 t} \|\theta^t - \theta^*\|^\alpha\right) \|\nabla f(\theta^t)\|^2. 
\]  \tag{20}

where the inequality is due to Assumption (W.1). As long as we can guarantee that \(c_1 \eta \beta t \|\theta^t - \theta^*\|^\alpha \leq 1\), the inequality (20) becomes

\[
 f(\theta^{t+1}) - f(\theta^*) \leq f(\theta^t) - f(\theta^*) - \frac{\eta}{2 \beta t} \|\nabla f(\theta^t)\|^2 \\
 \leq f(\theta^t) - f(\theta^*) - \frac{c_2 \eta}{2 \beta^2 t} \left(f(\theta^t) - f(\theta^*)\right) \frac{2^{\alpha+2}}{\alpha+2}, \\
 = (f(\theta^t) - f(\theta^*)) \left(1 - \frac{c_2 \eta}{2 \beta^2 t} \left(f(\theta^t) - f(\theta^*)\right)\frac{\alpha}{\alpha+2}\right), 
\]  \tag{21}

where the second inequality is due to Assumption (W.1). for the ease of presentation, we assume the condition \(c_1 \eta \beta t \|\theta^t - \theta^*\|^\alpha \leq 1\) holds and we will demonstrate it later. From inequality (21), we now demonstrate that there exists universal constant \(\bar{C}\) such that

\[
 \delta_t := f(\theta^t) - f(\theta^*) \leq \bar{C} \beta^t \frac{\|\theta^t - \theta^*\|^\alpha}{\alpha}. 
\]  \tag{22}

Indeed, we can prove the inequality (22) via an induction argument. When \(t = 0\), the inequality (22) is satisfied as long as \(\bar{C} \geq \delta_0\). We assume that inequality (22) holds for \(t\). Now, we would like to argue that it also holds for \(t+1\). In fact, if \(\delta_t \leq \bar{C} \beta^{(t+1)} \frac{\|\theta^t - \theta^*\|^\alpha}{\alpha}\), then from inequality (21) we have \(\delta_{t+1} \leq \delta_t \leq \bar{C} \beta^{(t+1)} \frac{\|\theta^t - \theta^*\|^\alpha}{\alpha}\). Hence, inequality (22) holds for \(t+1\). If \(\delta_t \geq \bar{C} \beta^{(t+1)} \frac{\|\theta^t - \theta^*\|^\alpha}{\alpha}\), we obtain from inequality (21) that

\[
 \delta_{t+1} \leq \bar{C} \beta^{(t+1) \frac{\alpha+2}{\alpha}} \left(1 - \frac{c_2 \eta}{2 \beta^2 t} \bar{C} \frac{\alpha}{\alpha+2} \beta^{t+1}\right) = \bar{C} \beta^{t \frac{\alpha+2}{\alpha}} \left(1 - \frac{c_2 \eta \beta}{2} \bar{C} \frac{\alpha}{\alpha+2}\right). 
\]
In order to have \( \delta_{t+1} \leq \bar{C} \beta(t+1)\bar{\alpha} \), it is sufficient to have \( 1 - \frac{c_{2}\eta}{\beta^{\bar{\alpha}+2}} \bar{C} \bar{\alpha} \leq \beta^{\bar{\alpha}+2} \). This inequality is equivalent to choose \( \bar{C} \) and \( \eta \) such that

\[
\eta \bar{C}^{\bar{\alpha}/\beta} \geq \frac{2(1 - \beta^{\bar{\alpha}+2})}{c_{2}\beta}.
\]

(23)

It indicates that as long as \( \bar{C} \) and \( \eta \) satisfy (23), we obtain the conclusion of inequality (22) for \( t+1 \).

Now we demonstrate that \( c_{1}\frac{\eta}{\beta^{\bar{\alpha}}\beta} \|\theta^{t} - \theta^{*}\|^\alpha \leq 1 \). Note that, the Assumption (W.1) indicates that

\[
c_{1}\frac{\eta}{\beta^{\bar{\alpha}}\beta} \|\theta^{t} - \theta^{*}\|^\alpha 
\leq c_{1} \frac{(\alpha + 2)^{\alpha}}{c_{2}^{2}} \bar{C}^{\bar{\alpha}+2} \eta \beta^{t}(\frac{\alpha(\alpha+2)}{\alpha+2}) \|\theta^{t} - \theta^{*}\|^\alpha.
\]

(24)

By plugging the inequality (22) into inequality (24), we obtain that

\[
c_{1}\frac{\eta}{\beta^{\bar{\alpha}}\beta} \|\theta^{t} - \theta^{*}\|^\alpha 
\leq \frac{c_{1}^{2}}{c_{1}(\alpha + 2)^{\alpha} \bar{C}^{\bar{\alpha}+2} \eta} \alpha(\alpha+2).
\]

(25)

It suggests that as long as we choose \( \eta > 0 \) such that

\[
\eta \bar{C}^{\alpha/(\alpha+2)} \leq \frac{c_{2}^{\alpha}}{c_{1}(\alpha + 2)^{\alpha}}.
\]

then we can guarantee that \( c_{1}\frac{\eta}{\beta^{\bar{\alpha}}\beta} \|\theta^{t} - \theta^{*}\|^\alpha \leq 1 \). In summary, to guarantee the linear convergence of the objective value, the step size \( \eta \) and the universal constant \( \bar{C} \) need to satisfy inequalities (23) and (25), namely, we need

\[
\frac{2(1 - \beta^{\bar{\alpha}+2})}{c_{2}\beta} \leq \eta \bar{C}^{\alpha/(\alpha+2)} \leq \frac{c_{2}^{\alpha}}{c_{1}(\alpha + 2)^{\alpha}}.
\]

As a consequence, we obtain the conclusion of the theorem.

### A.2 Proof of Theorem 2

To ease the proof presentation, we denote \( \delta_{t} := \|\theta_{t}^{\ell} - \theta^{*}\| \) for all \( t \geq 0 \). From the triangle inequality, we obtain that

\[
\delta_{t+1} = \|\theta_{t+1}^{\ell} - \theta^{*}\| = \|F_{n}(\theta_{t+1}^{\ell}) - \theta^{*}\| \leq \|F_{n}(\theta_{t}^{\ell}) - \theta^{*}\| \leq \|F(\theta_{t}^{\ell}) - \theta^{*}\| = \eta \beta^{t} \|
\]

\[
\|\nabla f_{n}(\theta_{t}^{\ell}) - \nabla f(\theta_{t}^{\ell})\| + \|F(\theta_{t}^{\ell}) - \theta^{*}\|.
\]

(26)

According to the stability condition (W.2) of gradients between the sample and population loss functions, we have \( \|\nabla f_{n}(\theta_{t}^{\ell}) - \nabla f(\theta_{t}^{\ell})\| \leq c\|\theta_{t}^{\ell} - \theta^{*}\| \epsilon(n, \delta) \) for some universal constant \( c > 0 \). Furthermore, direct calculation yields that

\[
\|F(\theta_{t}^{\ell}) - \theta^{*}\|^2 = \|\theta_{t}^{\ell} - \frac{\eta}{\beta^{t}} \nabla f(\theta_{t}^{\ell}) - \theta^{*}\|^2 
\]

\[
= \|\theta_{t}^{\ell} - \theta^{*}\|^2 - 2 \frac{\eta}{\beta^{t}} (\theta_{t}^{\ell} - \theta^{*})^{\top} \nabla f(\theta_{t}^{\ell}) + \frac{\eta^{2}}{\beta^{2t}} \|\nabla f(\theta_{t}^{\ell})\|^2.
\]
As \( f \) is a locally convex function in \( \mathbb{B}(\theta^*, \rho) \), we find that

\[
f(\theta^*) \geq f(\theta^t_n) + (\theta^* - \theta^t_n)^T \nabla f(\theta^t_n).
\]

Furthermore, based on the homogeneous assumption (W.1) of population loss function, from Equation (33) in [33], we have that

\[
\|\nabla f(\theta^t_n)\| \leq \frac{c_1}{\alpha + 1}\|\theta^t_n - \theta^*\|^\alpha + 1.
\]

Putting the above results together, we obtain that

\[
\|F(\theta^t_n) - \theta^*\|^2 \leq \|\theta^t_n - \theta^*\|^2 - 2\frac{\eta}{\beta^t} (f(\theta^t_n) - f(\theta^*) + \frac{\eta^2 c_1^2}{\beta^t(\alpha + 1)^2}\|\theta^t_n - \theta^*\|^{2(\alpha + 1)}).
\]

Due to the homogeneous assumption (W.1), we also have

\[
f(\theta^t_n) - f(\theta^*) \leq \frac{c_1}{(\alpha + 1)(\alpha + 2)}\|\theta^t_n - \theta^*\|^{\alpha + 2}.
\]

Therefore, we find that

\[
\|F(\theta^t_n) - \theta^*\|^2 \leq \|\theta^t_n - \theta^*\|^2 \left( 1 - \frac{2\eta c_1}{\beta^t(\alpha + 1)(\alpha + 2)}\|\theta^t_n - \theta^*\|^\alpha + \frac{\eta^2 c_1^2}{\beta^t(\alpha + 1)^2}\|\theta^t_n - \theta^*\|^{2\alpha} \right)
\]

\[
= \delta_t^2 \left( 1 - \frac{2\eta c_1}{\beta^t(\alpha + 1)(\alpha + 2)}\delta_t^\alpha + \frac{\eta^2 c_1^2}{\beta^t(\alpha + 1)^2}\delta_t^{2\alpha} \right).
\]

As long as we can choose \( \eta \) and \( \beta \) such that \( \eta c_1(\alpha + 2)/(\alpha + 1) \delta_t^\alpha \leq \beta \), we have

\[
\|F(\theta^t_n) - \theta^*\|^2 \leq \delta_t^2 \left( 1 - \frac{\eta c_1}{\beta^t(\alpha + 1)(\alpha + 2)}\delta_t^\alpha \right).
\]

The condition \( \eta c_1(\alpha + 2)/(\alpha + 1) \delta_t^\alpha \leq \beta \) will be revisited after we establish the bound on \( \delta_t \) in equation (29). Collecting the above inequalities to the bound (26) leads to

\[
\delta_{t+1} \leq \frac{\eta}{\beta^t} \delta_t^\gamma \|\nabla f(\theta^t_n)\| + \delta_t \left( 1 - \frac{\eta c_1}{\beta^t(\alpha + 1)(\alpha + 2)}\delta_t^\alpha \right)^{1/2}.
\]

We will first consider the setting \( \gamma = 1 \) to illustrate the proof technique to bound \( \delta_t \) from equation (28). Then, we generalize that technique to general setting \( \gamma \geq 1 \).

**A.2.1 When \( \gamma = 1 \)**

When \( \gamma = 1 \), we can rewrite equation (28) as follows:

\[
\delta_{t+1} \leq \delta_t \left( \frac{\eta}{\beta^t} \|\nabla f(\theta^t_n)\| + \left( 1 - \frac{\eta c_1}{\beta^t(\alpha + 1)(\alpha + 2)}\delta_t^\alpha \right)^{1/2} \right).
\]

We will prove by induction that

\[
\delta_t \leq \bar{C}_t \beta^t \delta^2
\]

for any \( t \leq T := \frac{-\log \|\nabla f(\theta^t_n)\| + \log C_1}{\log(1/\beta)} - \frac{1}{\alpha} \) where \( \bar{C}_{t+1} = \bar{C}_t \left( 1 + \frac{\eta}{\beta^{t+1/\alpha}} \right) \) for any \( t \geq 0 \) and \( C_1 \) is some constant chosen later. Indeed, when \( t = 0 \), inequality (30) is obviously true when we choose \( \bar{C}_0 \) such that \( \delta_0 = \|\theta^0_n - \theta^*\| = \bar{C}_0 \). Assume that the hypothesis holds for \( t \). We will
prove that it also holds for \( t + 1 \). Indeed, we have two possibilities. When \( \delta_t \leq C_t \beta^{1/\alpha} \), then the bound in equation (29) indicates that

\[
\delta_{t+1} \leq \delta_t \left( \frac{cn}{\beta^t} \varepsilon(n, \delta) + 1 \right) \leq C_t \left( \frac{cn}{\beta^{t+1/\alpha}} \varepsilon(n, \delta) + 1 \right) \beta^{1/\alpha} = C_{t+1} \beta^{1/\alpha},
\]

which indicates that the inequality (30) holds for \( t + 1 \). When \( \delta_t > C_t \beta^{1/\alpha} \), the bound in equation (29) leads to

\[
\delta_{t+1} \leq \bar{C}_t \beta^{1/\alpha} \left( \frac{cn}{\beta^t} \varepsilon(n, \delta) + \left( 1 - \frac{\eta c_1}{\beta^t (\alpha + 1) (\alpha + 2)} \bar{C}_t \beta^{1/2} \right)^{1/2} \right).
\]

As long as we can choose \( \beta \) and \( \eta \) such that \( \left( 1 - \frac{\eta c_1}{(\alpha + 1) (\alpha + 2)} \bar{C}_t \beta \right)^{1/2} \leq \beta^{1/\alpha} \), then the inequality in the above display becomes

\[
\delta_{t+1} \leq \bar{C}_t \beta^{1/\alpha} \left( \frac{cn}{\beta^t} \varepsilon(n, \delta) + \beta^{1/\alpha} \right) = C_{t+1} \beta^{1/\alpha}.
\]

Since \( \bar{C}_t \geq C_0 \) for all \( t \leq T \), the inequality \( \left( 1 - \frac{\eta c_1}{(\alpha + 1) (\alpha + 2)} \bar{C}_t \beta \right)^{1/2} \leq \beta^{1/\alpha} \) holds as long as \( \left( 1 - \frac{\eta c_1}{(\alpha + 1) (\alpha + 2)} \bar{C}_t \beta \right)^{1/2} \leq \beta^{1/\alpha} \), which is valid based on our hypothesis. As a consequence, we obtain the conclusion of the induction argument.

Now, we would like to upper bound \( \bar{C}_T \) when \( t = T \). Indeed, from the formulation of \( \bar{C}_T \), we have

\[
\bar{C}_T = \bar{C}_0 \prod_{j=0}^{T-1} \left( 1 + \frac{cn\varepsilon(n, \delta)}{\beta^{j+1/\alpha}} \right).
\]

Since \( \log(\cdot) \) is a concave function in the domain \((0, \infty)\), an application of Jensen inequality leads to

\[
1 \leq \frac{T}{T} \sum_{j=0}^{T-1} \log \left( 1 + \frac{cn\varepsilon(n, \delta)}{\beta^{j+1/\alpha}} \right) \leq \log \left( \frac{T}{T} \sum_{j=0}^{T-1} \left( 1 + \frac{cn\varepsilon(n, \delta)}{\beta^{j+1/\alpha}} \right) \right)
\]

\[
\leq \log \left( 1 + \frac{cn\varepsilon(n, \delta)}{(1 - \beta)} T^{\beta^{T-1-1/\alpha}} \right)
\]

\[
\leq \log \left( 1 + \frac{\beta c n}{C_1 (1 - \beta)} \right),
\]

where the final inequality is due to \( T = \frac{-\log \varepsilon(n, \delta) + \log C_1}{\log (1/\beta)} - \frac{1}{\alpha} \), which indicates that \( \beta^{T+1/\alpha} = C_1 \varepsilon(n, \delta) \). Collecting these results, we obtain that

\[
\bar{C}_T \leq \bar{C}_0 \left( 1 + \frac{\beta c n}{C_1 (1 - \beta)} \right)^T \leq \bar{C}_0 \exp \left( \frac{\beta c n}{C_1 (1 - \beta)} \right).
\]
Given the bound in equation (30), the condition \( \eta \frac{c_1(\alpha+2)}{(\alpha+1)} \delta_1^\alpha \leq \beta t \) before equation (28) is satisfied as long as \( \eta \frac{c_1(\alpha+2)}{(\alpha+1)} \delta_1^\alpha \leq \beta t \), which is equivalent to \( \eta \frac{c_1(\alpha+2)}{(\alpha+1)} \delta_1^\alpha \leq 1 \). Given the bound of \( \bar{C}_T \) in equation (31), the previous bound is sufficient as long as we choose \( C_1, \eta, \beta \) such that

\[
\frac{\eta c_1(\alpha+2)}{(\alpha+1)} \bar{C}_0 \exp \left( \frac{\alpha \beta \eta}{C_1(1-\beta)} \right) \leq 1.
\]

We can choose \( C_1 = \frac{\alpha \beta \eta}{1-\alpha} \) and the above inequality is valid from the hypothesis. Now, combining the results from equations (30) and (31), we arrive at the following bound

\[
\min_{1 \leq t \leq T} \| \theta_n^{t} - \theta^* \| = \min_{1 \leq t \leq T} \delta_t \leq C_T \bar{C}_T^\alpha \leq C_0 \exp \left( \frac{\beta \eta}{C_1(1-\beta)} \right) \left( C_1 \beta^{-1/\alpha} \varepsilon(n, \delta) \right)^{1/\alpha}.
\]

We will argue that this inequality is also true for \( t \) as we choose \( t = 0 \), the hypothesis is true as long as \( \eta c_1 \leq \bar{C}_0 \beta^\frac{t+1}{\alpha} \). We will prove by induction that

\[
\delta_t \leq \bar{C}_t \beta^\frac{t}{\alpha}
\]

for any \( t \leq \bar{T} := \frac{-\log \varepsilon(n, \delta) + \log C_2}{(\alpha+1-\gamma) \log(1/\beta)} - \frac{1}{\alpha(\alpha+1-\gamma)} \) where we define

\[
\bar{C}_{t+1} = \bar{C}_t \left( 1 + c \eta \varepsilon(n, \delta) \bar{C}_t \gamma^{-1} \beta \frac{\gamma(\gamma-1)}{\alpha} \right)
\]

for any \( t \geq 0 \) and \( C_2 \) is some constant chosen later. When \( t = 0 \), the hypothesis is true as long as we choose \( \bar{C}_0 = \| \theta_0^n - \theta^* \| \). We assume that inequality (33) is true for \( t \). We will argue that this inequality is also true for \( t+1 \). Indeed, we have two different cases. When \( \delta_t \leq \bar{C}_t \beta^\frac{t+1}{\alpha} \), then from inequality (32) we obtain that

\[
\delta_{t+1} \leq \bar{C}_{t+1} \beta^\frac{t+1}{\alpha} \left( \frac{c}{\beta} \bar{C}_t \gamma^{-1} \beta \frac{\gamma(\gamma-1)}{\alpha} \varepsilon(n, \delta) + 1 \right) = \bar{C}_{t+1} \beta^\frac{t+1}{\alpha}.
\]

Therefore, the inequality (33) holds for \( t+1 \). When \( \delta_t \in (\bar{C}_t \beta^\frac{t+1}{\alpha}, \bar{C}_t \beta^\frac{t}{\alpha}] \), we find that

\[
\delta_{t+1} \leq \bar{C}_{t+1} \beta^\frac{t+1}{\alpha} \left( \frac{c}{\beta} \bar{C}_t \gamma^{-1} \beta \frac{\gamma(\gamma-1)}{\alpha} \varepsilon(n, \delta) + 1 \right) \leq \bar{C}_{t+1} \beta^\frac{t+1}{\alpha} \beta^{1/\alpha} \varepsilon(n, \delta) + 1
\]

Since \( \bar{C}_t \geq \bar{C}_0 \) for all \( t \leq \bar{T} \), we have \( \left( 1 - \frac{\eta c_1}{(\alpha+1)(\alpha+2)} \bar{C}_t \beta \right)^{1/2} \leq \left( 1 - \frac{\eta c_1}{(\alpha+1)(\alpha+2)} \bar{C}_0 \beta \right)^{1/2} \leq \beta^{1/\alpha} \) where the final inequality is based on the hypothesis. Given these bounds, we obtain that

\[
\delta_{t+1} \leq \bar{C}_{t+1} \beta^\frac{t+1}{\alpha} \left( \frac{c}{\beta} \bar{C}_t \gamma^{-1} \beta \frac{\gamma(\gamma-1)}{\alpha} \varepsilon(n, \delta) + \beta^{1/\alpha} \right)
\]

As a consequence, we obtain the conclusion of the theorem when \( \gamma = 1 \).

**A.2.2 When \( \gamma > 1 \)**

When \( \gamma > 1 \), equation (28) becomes

\[
\delta_{t+1} \leq \delta_t \left( \frac{c}{\beta} \delta_t^{\gamma-1} \varepsilon(n, \delta) + \left( 1 - \frac{\eta c_1}{\beta \bar{C}_t (\alpha+2)} \delta_t^{\alpha} \right)^{1/2} \right).
\]

(32)
An application of Jensen inequality leads to

\[ \tilde{C}_{t+1} = \tilde{C}_t + 1 + 3\gamma^{-1}c\varepsilon(n, \delta)\tilde{C}_t^{\gamma-1} \beta^{\frac{\gamma(1-\alpha)}{\alpha}} - 1/\alpha \]

for all \( 0 \leq t \leq \tilde{T} \) when we choose \( C_2 = \frac{3^{\gamma-1}c\tilde{C}_t^{\gamma-1}n}{(1-\beta^t)^{\alpha}} \). Indeed, the bound (34) holds when \( t = 0 \). We assume that this bound holds for \( t \) for \( 0 \leq t \leq \tilde{T} - 1 \). We will demonstrate that this bound also holds for \( t + 1 \). From the formulation of \( \tilde{C}_{t+1} \), we find that

\[ \tilde{C}_{t+1} = \tilde{C}_0 \prod_{j=0}^{t} \left( 1 + 3\gamma^{-1}c\varepsilon(n, \delta)\tilde{C}_0^{\gamma-1} \beta^{\frac{\gamma(1-\alpha)}{\alpha}} - 1/\alpha \right) \]

An application of Jensen inequality leads to

\[ \log(\tilde{C}_{t+1}) = \log(\tilde{C}_0) + \sum_{j=0}^{t} \log\left( 1 + 3\gamma^{-1}c\varepsilon(n, \delta)\tilde{C}_0^{\gamma-1} \beta^{\frac{\gamma(1-\alpha)}{\alpha}} - 1/\alpha \right) \]

\[ \leq \log(\tilde{C}_0) + (t + 1) \log\left( 1 + \frac{3^{\gamma^{-1}}c\varepsilon(n, \delta)\tilde{C}_0^{\gamma-1} \beta^{\frac{\gamma(1-\alpha)}{\alpha}} - 1/\alpha}{\gamma^{\frac{\gamma(1-\alpha)}{\alpha} - 1/\alpha}} \right) \]

From the formulation of \( \tilde{T} \), we have \( \beta^{\frac{t(\alpha+1-\gamma)}{\alpha} + \frac{1}{\alpha}} \geq C_2\varepsilon(n, \delta) \). It indicates that \( \beta^{\frac{t(\alpha+1-\gamma)}{\alpha} + \frac{1}{\alpha}} \geq C_2\varepsilon(n, \delta) \) for all \( 0 \leq t \leq \tilde{T} - 1 \). Putting these bounds together, we have

\[ \log(\tilde{C}_{t+1}) \leq \log(\tilde{C}_0) + (t + 1) \log\left( 1 + \frac{3^{\gamma^{-1}}c\varepsilon(n, \delta)\tilde{C}_0^{\gamma-1}}{C_2(1 - \beta^{\frac{\alpha+1-\gamma}{\alpha}})}(t + 1) \right) \]

\[ = \log(\tilde{C}_0) + (t + 1) \log\left( 1 + \frac{1}{t + 1} \right) \]

From this bound, we find that \( \tilde{C}_{t+1} = \tilde{C}_0 \left( 1 + \frac{1}{t + 1} \right)^{t+1} \leq 3\tilde{C}_0 \). Therefore, we obtain the bound (34) for \( t + 1 \). As a consequence, the conclusion of the bound (34) holds for any \( 0 \leq t \leq \tilde{T} \).

We now revisit the condition \( \eta_c(\alpha+2)/(\alpha+1) \leq \beta^t \) before equation (28). Given that \( \delta_t^\alpha \leq \tilde{C}_0^\delta \beta^t \) and \( \tilde{C}_T \leq 3\tilde{C}_0 \), this condition is satisfied as long as \( \frac{\eta_c(\alpha+2)}{(\alpha+1)} \beta^t \leq \beta^t \), which is equivalent to \( \frac{\eta_c(\alpha+2)}{(\alpha+1)} \beta^t \tilde{C}_0^\alpha \leq 1 \). This inequality is satisfied according to the hypothesis of the theorem.

Combining the results from equations (32) and (34), we find that

\[ \min_{1 \leq t \leq T} \| \theta_n - \theta^* \| = \min_{1 \leq t \leq T} \delta_t \leq \tilde{C}_T \tilde{C}_0^\alpha \beta^t \leq 3\tilde{C}_0 \left( C_2 \beta^t \frac{1}{\alpha} \right)^{t+1} \]
where $C_2 = \frac{3^{\gamma - 1}c_{\theta_0}^{\gamma - 1}n}{(1 - \beta^{\frac{\alpha + 1}{\alpha}})}$. As a consequence, we obtain the conclusion of the theorem when $\gamma > 1$.

## B Auxiliary Results

In this Appendix, we provide proofs for the remaining results in the paper.

### B.1 Proof of Corollary 1

To prove Corollary 1, it is sufficient to demonstrate that under Assumption (W.1), we have

$$\|\theta - \theta^*\|^{\alpha + 2} \leq \frac{(\alpha + 2)^{\alpha + 2}}{c_2^{\alpha + 2}} \left( f(\theta) - f(\theta^*) \right) ,$$

(35)

for any $\theta \in B(\theta^*, \rho)$ where $\rho$ and $c_2$ are constants in Assumption (W.1). The proof of equation (35) follows from the idea of using gradient flow [3]. In particular, we consider the following gradient flow:

$$\frac{d\theta(t)}{dt} = -\nabla f(\theta(t)).$$

(36)

Direct calculation yields that

$$\frac{d\|\theta(t) - \theta^*\|^2}{dt} = 2 \left( \theta(t) - \theta^* \right) \nabla f(\theta(t)) \begin{bmatrix} \frac{d\theta(t)}{dt} \\ dt \end{bmatrix}. $$

From the gradient flow (36) and the convexity of the function $f$ in $B(\theta^*, \rho)$, we obtain that

$$\frac{d\|\theta(t) - \theta^*\|^2}{dt} = -2 \left( \theta(t) - \theta^* \right) \nabla f(\theta(t)) \leq 0. $$

From this inequality, it indicates that $\theta(t) \in B(\theta^*, \rho)$ as long as we have $\theta(0) \in B(\theta^*, \rho)$. Therefore, to obtain the conclusion of inequality (35), it is sufficient to demonstrate that

$$\|\theta(0) - \theta^*\|^{\alpha + 2} \leq \frac{(\alpha + 2)^{\alpha + 2}}{c_2^{\alpha + 2}} \left( f(\theta(0)) - f(\theta^*) \right) .$$

Indeed, simple algebra indicates that

$$(f(\theta(0)) - f(\theta^*)) \frac{1}{\alpha + 2} = \int_0^0 d(f(\theta(t)) - f(\theta^*)) \frac{1}{\alpha + 2} \geq \int_0^\infty \frac{c_2}{\alpha + 2} \|\nabla f(\theta(t))\| dt = \frac{c_2}{\alpha + 2} \|\theta(0) - \theta^*\| ,$$

where the second inequality is due to the generalized PL condition (5) while the third equation is due to the formulation of the gradient flow (36). As a consequence, we obtain the conclusion of inequality (35), which directly leads to the conclusion of Corollary 1.
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